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What are Adversarial Examples?

Original Image

Predicted as: Bird

Confidence: 96%

Fooling Image

Predicted as: Bird

Confidence: 100%

Adversarial Image (Maximization)

Predicted as: Rat

Confidence: 99%

Adversarial Image (Minimization)

Confidence of Bird: 7.6e-14%

(Least probable outcome)

Below experiments conducted on ResNet50 [1]

Gradient Ascent Optimization [2]

𝑋′ = arg𝑚𝑎𝑥 𝑔(𝜃, 𝑋)𝑐
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Transferability from ResNet50 to Other Models

Technique Perturbation AlexNet VGG16 ResNet152

GA[2] 6.2% 36% 21% 13%

L-BFGS[3] 5.7% 32% 20% 9%

I-FGS[4] 6.1% 35% 20% 12%

C&W[5] 5.7% 51% 38% 25%

Highlights

• Each technique can generate adversarial
examples with perturbations that are invisible to
bare eye.

• It is possible to generate adversarial examples
that transfer across different models with every
technique. This is the reason why adversarial
examples are threatening to wide-spread
production-level machine learning usage.

• Our analysis show that each technique follows a
unique perturbation pattern even though they
are not spatially enforced.

• Rate of transferability for adversarial examples
generated with different methods are different.

• The rate of transferability is higher when the
perturbations focus on the main object of the
image.
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Perturbation Patterns of Adversarial Example Generation Techniques

Carlini & Wagner Attack [5]

𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑋 − 𝑋′
2
2 + 𝛼 ∙ ℓ(X′)

L-BFGS Attack [3]

minimize 𝛼 ∙ 𝑋 − 𝑋′
2
2 + 𝐽(𝑔 𝜃, 𝑋′ 𝑐)

I-FGS Attack [4]

𝑋𝑖 = 𝑋𝑖−1 − 𝛼 ∙ 𝑠𝑖𝑔𝑛( 𝛻𝑥 𝐽 𝑔 𝜃, 𝑋 𝑐 )

Perturbation

Perturbation

Average model transferability and perturbation rate of 1000

low-confidence adversarial examples generated with multiple methods.

Challenges

• Finding the best attack that produces robust

adversarial with minimal perturbation is not easy

due to non-convex nature of the optimization.

• Detecting adversarial examples still stands as one

of the biggest challenges in the field with no

effective solution yet.

• Even though multiple defense mechanisms are

proposed, when the defense is incorporated into

the optimization in a white-box attack, it is trivial

to generate adversarial examples that bypass the

proposed defense.


